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1. Abstract

The present study evaluates existing open-source offline Artificial Intelligence (AI) text detector
models. This was done by selecting models that met the criteria and running them through a
self-curated dataset with English text. The dataset consisted of an equal number of AI-generated
and human-generated text which spanned over a large variety of formal and informal topics.
Models that performed well were then run through an expanded dataset including Chinese and
Malay text to determine the accuracy of the detectors. The models were judged based on their
accuracy, precision, recall, F1 score, and confusion matrix derived from the outcome of the tests.
The results showed that the Binoculars model was the most proficient detector across all
languages. Many models were outdated and did not perform well on the newer versions of GPT.
For those that did, their accuracy decreased as different languages were added to the dataset. This
shows that existing models must be trained regularly with newer versions of GPT and multiple
languages to keep up with current trends and be viable in today's society.

2. Introduction

In this digital era, technology is advancing at a rapid pace. Currently, a key focus in technology
is the development of AI and Large Language Models (LLMs). Due to the rise of LLMs like
ChatGPT and Google Gemini, these products have become accessible to the general public.
While this has allowed for increased efficiency, automating and enhancing numerous tasks
involving natural language processing amongst multiple advantages, many ethical concerns have
also been raised. For example, because students have easy access to LLMs nowadays, they may
use chatbots to write graded reports. Without a proper AI text detector, it is difficult for their
teachers to determine the authenticity of their reports. Hence, quickly developing an accurate AI
text detector in Singapore is crucial to prevent such events.

Very few existing models have high accuracy rates in detecting Malay and Chinese text, the two
most commonly used languages in Singapore apart from English. The ability to accurately detect
AI-generated text in these languages is crucial, as it is not just about detecting AI content, but
doing so in a culturally and linguistically sensitive manner. Developing a model that addresses
the specific needs of our multilingual society will require a lot of time, money, and resources.
Hence, to aid with the development of such a model, this project aims to find the best
open-sourced detector to fine-tune detection models in the local context. Currently, most models
with high accuracy rates in detecting AI-generated text are closed-sourced. This project evaluates
the open-source landscape and picks the best generative text detection model which can be
compared to paid software.
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3. Materials and Methods

3.1. Sources for generative text detection models

The sites where models were sourced include HuggingFace[2], GitHub[3], and online research
papers. Suitable models were deemed as those with Application Programming Interface (API)
access, good ratings and many downloads, allowed training and supported multiple languages.
The models were then collated in a spreadsheet with their strengths and limitations. Those that
seemed most suitable were selected for testing. The models selected were AraGPT2 Detector[4],
Roberta Base[5], Bert Lli[6], AIGC Detector (MPU)[7], MayZhou[8], Nintw923 Chatgpt Detector
LLI HC3[9], SuperAnnotate[10], MayZhou e5 small lora ai generated detector[8], XLM-RoBERTa
(base) fine-tuned on HC3[11], and Binoculars[12].

3.2. Collection of data for self-curated dataset

The dataset consists of an equal number of AI-generated text and human-generated text. There
were 202 text samples in total, with an equal number of formal and informal text samples. 60%
of the dataset was in English, 20% of the dataset was in Chinese, and the last 20% was in Malay.

Dataset 1 comprises 100 English text samples, with an equal number of AI-generated and
human-generated text, and an equal number of formal and informal text samples. Dataset 2
comprises 120 English text samples, 42 Chinese text samples, and 40 Malay text samples, with
an equal number of AI-generated and human-generated text, and an equal number of formal and
informal text samples. The breakdown of the data can be found in Graphs 3.2.2, 3.2.3, and 3.2.4.

All the AI-generated text samples were generated through ChatGPT 4.0. Prompts given to
ChatGPT spanned a large range of topics, varying the length, tone, and format of the prompt
each time. This ensured that the text samples were diverse enough to properly test the detectors.
Human-generated text samples were taken from datasets used by previous researchers on
Kaggle[13] and Huggingface[14], as well as blogs and news articles written before 2018 as
generative AI was not widely used.

Figure 3.2.1 shows the first 10 rows of Dataset 2.

Figure 3.2.1
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3.3. Testing of the models using the datasets

Kaggle was used to load the Binoculars model, while Google Colab was used to load the other
models. This is because Binoculars required a higher amount of GPU memory to load two LLM
models to perform its scoring which was not available in the free version of Google Colab. The
code remained almost the same.

All the suitable models were run through Dataset 1 to see how each model performs in the initial
phase. To import the open-source models to Google Colab, transformers, datasets, and tokenizers
were installed. The model usage code was then referenced from the individual model
documentation and executed on Google Colab.

Figure 3.3.1
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Figure 3.3.2

Each model was run to predict the entire 100 rows of data in Dataset 1. A score of 1 was returned
if the model detected AI-generated text and a score of 0 was returned if it detected human text, as
shown in Figure 3.3.3. The individual prediction results were then compared to the actual labels
to see if it was predicted accurately.

Figure 3.3.3

Figure 3.3.4
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The accuracy, confusion matrix, precision, recall, and F1 score were then calculated using the
sklearn.metrics module, as shown in Figure 3.3.5.

Figure 3.3.5

The results were then stored in Google Sheets and the top four models with the highest accuracy
were selected to be run through Dataset 2 instead of Dataset 1. Dataset 2 included Chinese and
Malay text on top of English text. This was done because in Singapore, Chinese and Malay are
two commonly used languages on top of English, hence a model that can accurately detect all
three languages would be an ideal model to sample code from. Running the top four models
through Dataset 2 further tests the effectiveness of these models.

4. Results and analysis

4.1. Test with Dataset 1

The results of all the models that were tested with Dataset 1 are shown below in Table 4.1.1 and
Graph 4.1.2.
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Table 4.1.1

Graph 4.1.2

Binoculars had the highest accuracy rate with Dataset 1 at 91.00%, with a false positive of only
1. However, 60% of the detectors had an accuracy of below 70.00%. This shows that there are
likely many open-source detectors that are inaccurate at detecting text. For example, AraGPT2
had an accuracy rate of 47.00%, which is likely because it was trained on GPT 2. However,
while sourcing, there were very few models that were trained on the current GPT 4 that powers
popular AI chatbots. This suggests that a stronger AI detector needs to be trained with GPT 4 to
be viable in today’s society. Based on the results after testing with Dataset 1, MayZhou e5,
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XLM-RoBERTa (base), Binoculars, and SuperAnnotate were selected to undergo testing with
Dataset 2.

4.2. Test with Dataset 2

For the second test with Dataset 2, the results for each text sample were listed for comparison
against the respective models. A sample of the first 25 results are shown in Table 4.2.1.

Table 4.2.1

The accuracy of all the detectors decreased when using the expanded dataset including Chinese
and Malay. The accuracy of SuperAnnotate decreased the least by 8.12%, from 70.00% down to
61.88%, while the accuracy of MayZhou decreased the most by 15.06%, from 71.00% down to
80.69%, as shown in Table 4.2.2. The accuracy, precision, recall, F1 score, and confusion matrix
of the four models are shown in Table 4.2.3. MayZhou e5 had the highest tendency to guess that
AI-generated the text, with a total number of 173 guesses. Binoculars had the highest tendency to
guess that content was human-generated, with a total number of 139 guesses.

Table 4.2.2
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Table 4.2.3

4.3. Analysis of data by language

The models had varying accuracies in terms of language.

For English, Graph 4.3.1 shows that Binoculars was the most proficient at distinguishing English
text with an 89.17% accuracy, while MayZhou e5 was the least with a 52.50% accuracy. For
Binoculars and SuperAnnotate, English had the highest accuracy score out of English, Chinese,
and Malay, suggesting that they were likely trained on more English text as compared to Chinese
and Malay.

For Chinese, Graph 4.3.2 shows that Binoculars was the most proficient at distinguishing
Chinese text with an 85.71% accuracy, while SuperAnnotate was the least with a 47.62%
accuracy. For MayZhou e5 and XLM-RoBERTa, Chinese had the highest accuracy score out of
English, Chinese, and Malay, suggesting that they were likely trained on more Chinese text
compared to the other languages.

For Malay, there was the lowest accuracy score out of all three languages, with SuperAnnotate,
MayZhou e5, and Binoculars scoring 50.00% each and XLM-RoBERTa scoring 45.00%. This
shows that these models were trained on minimal Malay text and are unsuitable for use in
detecting Malay text. Hence, it is not recommended to use these models for detecting AI text in
Malay. For Malay content, it is likely that one would have to look for models specifically trained
on the Malay language.

Overall, the Binoculars model had the highest accuracy across all languages and is very
proficient at detecting English and Chinese text.
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Graph 4.3.1 Graph 4.3.2 Graph 4.3.3

5. Binoculars

5.1. Introduction to Binoculars

The Binoculars model was trained using the zero-shot learning approach, meaning no training
examples were used from the LLM source. Because of the zero-shot nature of this detector,
Binoculars can spot multiple different LLMs with high accuracy, unlike many other detectors.
This makes it comparable to or even better than closed-source detectors. Over a wide range of
document types, Binoculars detects over 90% of generated samples from ChatGPT (and other
LLMs) at a false positive rate of 0.01%, despite not being trained on any ChatGPT data. [15][16]

According to the developers, ‘Binoculars’ is so named as it looks at inputs through the lenses of
two different language models. The researchers propose using a ratio of perplexity measurement
and cross-perplexity, a notion of how surprising the next token predictions of one model are to
another model. This two-model mechanism is the basis for the general and accurate detector, and
how this mechanism can detect several LLMs, even when they are unrelated to the two models
used by Binoculars. [16]

5.2. Accessibility

The code for Binoculars can be found on GitHub. 94.7% of the code was written in Python, with
the remaining 5.3% in Shell. The code was developed and tested with Python 3.9. The
installation code and usage code can be found on the Binoculars GitHub page. A limitation that
Binoculars have is that it is more proficient in detecting English language text, as can be seen by
the above tests conducted in section 4.3. A demo of the code can also be found on HuggingFace.
According to the disclaimer, it is recommended to use 200-300 words of text at a time on the
detector. Fewer words will make detection difficult, as can using more than 1000 words.
Binoculars will be more likely to default to the "human written" category if too few tokens are
provided. [18]

The research paper written by the developers can be found at https://arxiv.org/pdf/2401.12070.
Many other researchers have also researched the Binoculars model and numerous studies on AI
text detectors have included the Binoculars model in them, proving its reliability. Another
commonly researched detector is DetectGPT, which was not looked at in this paper but should be
considered for future works.

6. Conclusion

6.1. The current state of open-source AI text detectors

From Section 4.1, it can be inferred that the majority of open-source offline models are
inadequate (or have a below 70% accuracy) at detecting GPT 4.0 text. This is likely because
many of the models were trained on older versions of GPT, and many of the detectors that were
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trained on GPT 4.0 text are closed source. The models that were selected were already deemed to
be the top-performing models based on reviews and downloads. However, only a few of them
performed up to standard. Hence, it is likely that the majority of available open-source detectors
online are not suitable for use. Additionally, the top four detectors that were available were not
proficient in Malay, which makes them unsuitable for use in Malay text. For English and Chinese
text, Binoculars has a high accuracy rate, thus the code used for Binoculars can be examined if
one were to train an AI text detector in the Singapore context.

6.2. Limitations and possible sources of error in the project

This project touches mainly on open-source detectors, however, a comparison was not made with
close-source detectors due to time constraints. Additionally, there are possibly many other good
open-source detector tools that this project did not manage to source for.

The dataset was a relatively small amount of only 202 and a larger dataset should be used for
testing to obtain a more accurate result. The topics picked were of random selection, not
following a specific category. While this ensures that there is a large variety of topics, it may not
be tailored for specific types of text such as scientific reports or fake information on social
media.

Only ChatGPT was used to generate text made by AI, which could lead to certain restrictions
when generating texts as different chatbots have different limitations.

6.3. Future improvements

With more resources and money, the dataset should be run through closed-source detectors as
well to see how well the open-source detectors perform against them. This allows for a more
accurate comparison of closed-source detectors and open-source detectors. If the open-source
detectors perform just as well as the closed-source detectors, the open-source detectors may have
more available resources to look at for reference when developing a new AI text detector.

6.4. Key points to note when building an AI text detector based in Singapore

The three main languages to focus on training are English, Chinese, and Malay. Since the
primary language of communication in Singapore is English, the bulk of the dataset should still
be English text. For the most effective testing, a wide variety of topics should be covered. The
model should also be trained on the newest version of GPT and be constantly updated as AI
chatbots are getting updated very frequently with newer models of GPT being developed every
day.
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